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Lecture Overview  

• (2003) Google GFS Paper (SOSP'03) 

– Objective: Create a Google-scale Filesystem 

– Apache HDFS is GFS open-source implementation. 

• (2004) Google's Map-Reduce Paper (OSDI'04) 

– Objective: Enable big-data analytics over non-tabular data (e.g., 

XML or text) … with the assistance of GFS. 

– Apache's MapReduce: An open source implementation of the paper 

• (2006) Google BigTable Paper (OSDI'06) 

– Objective: Enable big-data analytics over tabular data (i.e., tables) 

– (2008) Apache's Hbase: An open-source implementation of the paper 

– (2010): Facebook Messaging moves from Cassandra to HBase 

• (2012) Google's F1 RDBMS (SIGMOD'12) & Spanner Storage Papers 

(OSDI'12) 

 

 

 

Today's Focus 
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EPL646: Part Β 

 Distributed/Web/Cloud DBs/Dstores 
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Column-oriented Databases 

• A column-oriented DBMS is a database management 
system (DBMS) that stores data tables as sections of 
columns of data rather than as rows of data, like 
most relational DBMSs 

• This has advantages for data warehouses, customer 
relationship management (CRM) systems, and library 
card catalogs, and other ad-hoc inquiry systems where 
aggregates or scans are carried out over large 
numbers of similar data items 

• MonetDB (CWI) pioneered this model but not for 
Cloud-scale scenarios (where Google did…) 
       Column-Store 

      1,2,3; 

      Smith,Jones,Johnson; 

      Joe,Mary,Cathy; 

      40000,50000,44000; 

      Row-Store 

      1,Smith,Joe,40000; 

      2,Jones,Mary,50000; 

      3,Johnson,Cathy,44000; 

OLTP-workloads! OLAP-workloads! 
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Big-Tables 

How Big are Big-Tables? 

Bigtable: A Distributed Storage System for Structured Data 

Fay Chang, Jeffrey Dean, Sanjay Ghemawat, Wilson C. Hsieh, Deborah A. 

Wallach, Mike Burrows, Tushar Chandra, Andrew Fikes, and Robert E. Gruber 

 

OSDI'06: Seventh Symposium on Operating System Design and 

Implementation, Seattle, WA, November, 2006. 

Before and after Map-reduce processing of the given HTables !!! 
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Big Table Example 2 
(Google Crawling) 

• Web crawlers download the web by following links 
found inside web pages (starting from a seed). 

• Google wants to know for each URL A, which other 
URLs are linking A. Why?  

• To calculate the importance (Pagerank) of A 
• Google's Crawlers use a Big-table to record 
 their state! 

 

Row key 

Column Family 

value TimeStamp 

cnn.co

m 

cnnsi.com 
my.look.ca 

 family qualifier 
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BigTable Data Model 
(Conceptual View) 

All column family members are stored together on the 

filesystem. (see next slide) 

 

It is advised that all column family members have the same 

general access pattern and size characteristics. 
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BigTable Data Model 
(Physical View) 

 Hbase stores column families physically close on disk  

Empty Cells are not stored in hbase! 



17-10 
EPL646: Advanced Topics in Databases - Demetris Zeinalipour (University of Cyprus) 

Apache HBase 

Apache HBase™ is the Hadoop database, a 

distributed, scalable, big data store. 

This project's goal is the hosting of very large 

tables -- billions of rows X millions of columns -- 

atop clusters of commodity hardware.  

Just as Bigtable leverages the distributed data storage 

provided by the Google File System, Apache HBase 

provides Bigtable-like capabilities on top of Hadoop 

and HDFS. 
 

Standalone / Distributed modes available like all other 

Hadoop projects we've seen so far. 
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Apache HBase  

(Architecture) Automated Sharding! 

Shards reside on HDFS 

BigTable 

1 Store File / 

Column Family 

(multi-layered 

index) 

WAL Log 

HDFS View:  Disk use: hadoop fs -du /hbase/myTable 
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Apache HBase  
(Shell Interface) 

$ hbase shell 
> create 'test', 'data' 
0 row(s) in 4.3066 seconds 
> list 
test 
1 row(s) in 0.1485 seconds 
> put 'test', 'row1', 'data:1', 
'value1' 
0 row(s) in 0.0454 seconds 
> put 'test', 'row2', 'data:2', 
'value2' 
0 row(s) in 0.0035 seconds 
> put 'test', 'row3', 'data:3', 
'value3' 
0 row(s) in 0.0090 seconds 

> scan 'test' 
ROW COLUMN+CELL 
row1 column=data:1, timestamp=1240148026198, 
value=value1 
row2 column=data:2, timestamp=1240148040035, 
value=value2 
row3 column=data:3, timestamp=1240148047497, 
value=value3 
3 row(s) in 0.0825 seconds 
> disable 'test' 
09/04/19 06:40:13 INFO client.HBaseAdmin: Disabled 
test 
0 row(s) in 6.0426 seconds 
> drop 'test' 
09/04/19 06:40:17 INFO client.HBaseAdmin: Deleted test 
0 row(s) in 0.0210 seconds 
> list 
0 row(s) in 2.0645 seconds 

Simply install HBase over Hadoop / 

HDFS 

table 
Column 

family 

Type: "help" to see 

all commands!  
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Apache HBase 

(Overview of Features) 
• Column families: declared  at schema definition time.  

– Additional Columns  can be added on the fly while the table is up 

an running.  

• Get/Put/Delete and Scan Operations only 

– Can be combined with Region-based Filters. 

– No built-in Joins (can be implemented with MR jobs)! 

 

 

• Supports constraints (e.g., range).  

• Row Locks supported but deprecated  

– might lock whole Regionserver. 

• Catalog tables -ROOT- and .META. exist as HBase 

tables (i.e., not on Master but on RegionServers!) 
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Apache HBase Features 

• Strongly consistent reads/writes: HBase is NOT an "eventually consistent" 

DataStore. This makes it very suitable for tasks such as high-speed counter 

aggregation. 

• Automatic sharding: HBase tables are distributed on the cluster via regions, 

and regions are automatically split and re-distributed as your data grows. 
• First replica is written to local node, Second to another node in same rack, Third 

replica is written to a node in another rack (if sufficient nodes) 

• Automatic RegionServer failover (basic element of availability) 

• Hadoop/HDFS Integration: HBase supports HDFS out of the box as its 

distributed file system. 

• MapReduce: HBase supports massively parallelized processing via 

MapReduce for using HBase as both source and sink. 

• Java Client API: HBase supports an easy to use Java API for programmatic 

access. 

• Thrift/REST API: HBase also supports Thrift (Apache's RPC-like) and REST 

(W3C's HTTP-like) for non-Java front-ends. 

•Operational Management: HBase provides build-in web-pages for 

operational insight as well as JMX metrics. 



17-15 
EPL646: Advanced Topics in Databases - Demetris Zeinalipour (University of Cyprus) 

Apache HBase 

(When to use?) 

• Not suitable for every problem.  

• You need enough data: a few thousand/million rows. 

• Make sure you can live without all the extra features that an 

RDBMS provides (e.g., typed columns, secondary indexes, 

transactions, advanced query languages, etc.) 

•  An application built against an RDBMS cannot be "ported" to 

HBase by simply changing a JDBC driver, for example.  

• Consider moving from an RDBMS to HBase as a complete 

redesign as opposed to a port. 

•  Have enough hardware:  Even HDFS doesn't do well with 

anything less than 5 DataNodes (due to things such as HDFS 

block replication which has a default of 3), plus a NameNode. 

• HBase can run quite well stand-alone on a laptop - but this 

should be considered a development configuration only. 
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EPL646: Part Β 
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NewSQL Summary 

• OLTP (Online Transaction Processing): facilitate & 

manage transaction-oriented applications (order 

something, withdraw money, cash a check, etc.) 

• New OLTP: Consider new Web-based applications 

such as multi-player games, social networking sites, 

and online gambling networks.  

• The aggregate number of interactions per second is 

skyrocketing!. 

• New SQL: An alternative to NoSQL or Old SQL for New 

OLTP applications. 

• Examples: Clustrix, NimbusDB, and VoltDB but also 

"Spanner" / "F1" (Google's NewSQL DB)  

* Michael Stonebraker, June 16, 2011, http://tinyurl.com/9fok4kt 
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Google's Spanner 

Based on Wilson Hsieh's slides at 

USENIX OSDI 2012 
 

Spanner: Google's Globally-Distributed Database 

James C. Corbett, Jeffrey Dean, Michael Epstein, 

Andrew Fikes, Christopher Frost, JJ Furman, Sanjay 

Ghemawat, Andrey Gubarev, Christopher Heiser, Peter 

Hochschild, Wilson Hsieh, Sebastian Kanthak, Eugene 

Kogan, Hongyi Li, Alexander Lloyd, Sergey Melnik, David 

Mwaura, David Nagle, Sean Quinlan, Rajesh Rao, 

Lindsay Rolig, Yasushi Saito, Michal Szymaniak, 

Christopher Taylor, Ruth Wang, and Dale Woodford 
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Google's F1 RDBMS 

Also the SIGMOD'12 slides 
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The Problem? 

Adwords: 

Instrumental part of 

Google's business 

revenue!!! 
 

ACID guarantees on 

transactions are 

fundamentally 

important 
 

Sharded MySQL 

was not scaling 

well   
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The Problem? 

Can we have: 

The Scalability of Bigtable  

+ 

Usability and functionality of SQL 

databases 

= 

An ACID-compliant RDBMS system that 

scales to thousands of nodes (i.e., Google-

scale scenarios) 
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What is Spanner & F1 ? 

• Spanner:  ACID-compliant transaction Storage Subsystem 

for Google’s F1 RDBMS (using GFS) 

• Founded on BigTable 

• Replaces Google's Megastore system + paper, CIDR'11. 

• F1: The Fault-Tolerant Distributed RDBMS Supporting 

Google's Ad Business 

• General-purpose transactions (ACID) 

• SQL query language, Schematized tables 

• Semi-relational data model (relational + other) 

• Both Running in production 
• Replaced a sharded MySQL database 

– Use many ideas known for years in the context of 

distributed databases (Three Phase Commit), but scale 

those ideas out to Google-scale scenarios! 
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Spanner Overview 

• Feature: Lock-free distributed read 

transactions 

• Property: External consistency of distributed 

transactions 

– Commit order respects global wall-time order 

– First system at global scale! 

• Implementation: Integration of concurrency 

control, replication, and 2PC 

– Correctness and performance 

• Enabling technology: TrueTime 

– Interval-based Global wall-clock time 
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Google's F1 RDBMS 
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Google's F1 RDBMS 


